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Towards new avenues in EU-US ICT collaboration
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Privacy and Data Protection are high on the agenda

Prominent features on the Transatlantic Agenda and more visible to many 
with the take-down of Safe Harbor, replaced by Privacy Shield as of 1 
August 2016
ÅCompliance still self-certified
ÅEnforcement (policy vs practice) remains with US DOC
Å9¦ ŀƴƴǳŀƭ ǊŜǾƛŜǿ ŀƴŘ 9¦ ŎƛǘƛȊŜƴǎΩ ǇƻǿŜǊ ǘƻ ǎǳŜ ¦{D
ÅLǎ ΨƳŀǎǎ ǎǳǊǾŜƛƭƭŀƴŎŜΩ όSchrems/Yahoo) issue resolved?
ÅArt29 WP has suspended legal action for a year

Touches upon many ways US companies engage with EU markets and 
collaborate with EU firms when personal data are involved 

Policies specifically affected include:
ÅTrade policy
ÅSurveillance and other bulk action 

Privacy and data protection are very different things
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Basis for EU and US related legislation is different

EU: Fundamental rights-based values (independent of any legal 
instrument but recognized in Lisbon Treaty and the Charter of 
Fundamental Rights);
ÅGeneral Data Protection Regulation into full force May 2018;
ÅProtecting citizens from private sector actors.

U.S.: economic right interpretation deriving explicitly from a 
Constitutional base;
ÅCase law building on Constitution including 4th Amendment 
ǇǊƻǘŜŎǘƛƻƴ ŀƎŀƛƴǎǘ άǳƴǊŜŀǎƻƴŀōƭŜ ǎŜŀǊŎƘ ŀƴŘ ǎŜƛȊǳǊŜέ ōȅ 
government; 14th!ƳŜƴŘƳŜƴǘ άŘǳŜ ǇǊƻŎŜǎǎέ ŎƭŀǳǎŜΤ
ÅStronger protection of specific data e.g. health (HIPAA), finance 

(FTC), etc.
ÅEmphasizes economic value of (personal) data
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Supporting principles for ICT innovation and development

Transparency: people must (be able to) understand how their 
environment affects data protection and privacy. 

Accountability: Rules and norms cannot be enforced if lines of 
accountability are unclear, since it is not possible to know 
whom to call to account, on whom to impose liability and to 
whom to delegate authority or the power to act. 

Context: consumers, citizens and others whose choices 
determine market outcomes should not be surprised or misled 
Χ ǊŜǉǳƛǊŜǎ ƛƴǘŜǊƻǇŜǊŀōƛƭƛǘȅΣ ǎŜŎǳǊƛǘȅΣ ǎǘŀƴŘŀǊŘǎΣ ŜǘŎΦ
ÅJoint taxonomy of privacy, security and safety sensitivities 
ÅTechnical standardisationprocesses built on clear ethical 

principles, using informed consent where appropriate and 
feasible and taking ethical considerations into account
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What does this mean for ICT collaboration in development 
and deployment of 5G; Big Data; and IoT/CPS?

What can we do, as stakeholders, to make collaboration easier 
and more attractive?
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The Three New Huge 

Wide Area Network Opportunities
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Revolution Ahead: The Tactile Internet
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Privacy and Data Protection in Big Data

Key considerations:

! ŘŀǘŀǎŜǘ ƛǎ ŎƻƴǎƛŘŜǊŜŘ Ψ.ƛƎΩ ǿƘŜƴ ƻƴŜ ƻǊ ƳƻǊŜ ƻŦ ƛǘǎ ŀǘǘǊƛōǳǘŜǎ ƛƴ ǘƘŜ ƳǳŎƘ ŘƛǎŎǳǎǎŜŘ Ω±Ωǎ 
(Volume, Variety, Velocity, Value, Veracity, etc) exceeds the usual expectations

hōǾƛƻǳǎƭȅΣ ǘƘƛǎ Ψ.ƛƎƴŜǎǎΩ ƛƴ ŀƴȅ ƻŦ ǘƘŜǎŜ ŀǘǘǊƛōǳǘŜǎ maximisesthe issues in Privacy and Data 
protection. 

11Webinar-άEU-US policyrecommendationson Data Protection and Privacyέ

Datasets of huge:

Å Volume (e.g. directory of all inhabitants of a country)

Å Velocity (e.g. all mobile calls around the universe)

Å Value (e.g. financial transactions in a whole country)

Å Variety (e.g. combined datasets of all the previous even in a small town)

Å Veracity (e.g. trustworthiness of what each individual says is happening around the world)

All pose substantial threat when the privacy of individuals and protection of data are not ensured

The flip side of this coin is that extreme protection of privacy and data hinder the operation of 
applications which could (or could not) be used for the common good ς

Lets pick the Veracity attribute to illustrate an example of this in Social MediaΧ



Privacy and Data Protection in Big Data ςan example

12Webinar-άEU-US policyrecommendationson Data Protection and Privacyέ

Case 1:

Å A system monitoring all traffic on Twitter in Real Time identifies this information as 

ΨƛƴǘŜǊŜǎǘƛƴƎΩ

Å An algorithm scans all information about this source from Twitter correlating also other 

sources and discovers the identity of the person and the position of the criminal act

Å More algorithms are executed to determine that this is trustworthy information

Å Law enforcement is contacted after seconds and since this is found to be a real person at a 

real position a team is deployed and the incident is dealt with 

Such algorithms however are violating data protection and privacy directives.

If such algorithms were not allowed to operate on this data the incident would not have been 

dealt with by the Law Enforcement Team, with unforeseen consequences.

An unidentified user posts on Twitter information about a criminal act taking place at a specific 
place and attaches a photo



Privacy and Data Protection in Big Data ςan example

13Webinar-άEU-US policyrecommendationson Data Protection and Privacyέ

Case 2:

Å A system monitoring all traffic on Twitter in Real Time identifies this information as 

ΨƛƴǘŜǊŜǎǘƛƴƎΩ

Å An algorithm scans all information about this source from Twitter correlating also other 

sources and discovers the identity of the person and the position of the criminal act

Å More algorithms are executed to determine that this is trustworthy information

Å The identity of this person is discovered and leaked through the press. The safety of this 

person is compromised, with unforeseen consequences.

Such algorithms however are violating data protection and privacy directives.

If such algorithms were not allowed to operate on this data the person would have remained 

safe behind the hidden identity. However, the incident would not have been dealt with.

An unidentified user posts on Twitter information about a criminal act taking place at a specific 
place and attaches a photo



Article29 WP on Privacy Shield

On 12 July 2016, the European Commission adopted the EU-
U.S. Privacy Shield adequacy decision. 

WP29 welcomes the improvements brought by the Privacy 
Shield mechanism compared to the Safe Harbourdecision. 

In its Opinion WP238 on the draft EU-U.S. Privacy Shield 
adequacy decision, the WP29 expressed concerns and asked 
for various clarifications which are taken into consideration

A number of these concerns remain regarding both the 
commercial aspects and the access by U.S. public authorities to 
data transferred from the EU

After one year assess if the remaining issues have been solved 
but also if the safeguards provided under the EU-U.S. Privacy

Shield are workable and effective
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.ŜƴŜŦƛǘǎ Χ andchallenges
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www.iot-dynamic-coalition.org/

New technologies 
bring us ways to 
ǊŜǎǇƻƴŘ ǘƻ ǘƻŘŀȅǎΩ 
challenges that 
never existed 
ōŜŦƻǊŜ Χ ŀƴŘ ŎƻƳŜ 
with new 
challenges

As technologies are 
not good or bad in 
themselves ςit is 
how we use them.



Global Privacy Enforcement Network

Out of 300 reviewed devices:

59% does not provide adequate information on how personal 
data is collected, used and communicated to third parties;

68% does not provide appropriate information on the modalities 
of storage of data;

72% does not explain to users how their data can be deleted from 
the device; and

38% does not guarantee easy-to-use modalities of contact for 
clients that are willing to obtain clarifications on privacy 
compliance

https://ico.org.uk/about-the-ico/news-and-events/news-and-blogs/2016/09/privacy-regulators-study-finds-internet-of-things-shortfalls/ 22 September 2016

https://ico.org.uk/about-the-ico/news-and-events/news-and-blogs/2016/09/privacy-regulators-study-finds-internet-of-things-shortfalls/


IoTfocus on Cyber Physical Systems in PICASSO

IoT/CPS is a broad area . . . PICASSO is not covering the entire 
space

Specific topics of interest:
ÅLarge-scale systems, especially systems of systems
ÅIndustrial and closed-loop applications
Å/ƻƴƴŜŎǘƛƻƴ ǿƛǘƘ άǇƘȅǎƛŎǎέ ƛǎ ŎǊǳŎƛŀƭτincluding safety-critical 

applications

Many applications will be business-to-business
ÅPrivacy and data protection for businesses as well as workers
ÅPure consumer-ŦŀŎƛƴƎ άŀǇǇǎέ ƻŦ ƭŜǎǎ ƛƴǘŜǊŜǎǘ

Many forums for policy discussions in IoT, but few (if any) focused on 
the PICASSO scope
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Data Protection and Privacy for IoT/CPSτSome Issues

If data integrity is compromised the impact can be well beyond 
ŜŦŦŜŎǘǎ ƻƴ ƛƴŘƛǾƛŘǳŀƭǎΩ ƛƴŦƻǊƳŀǘƛƻƴ
ÅPublic safety and security
ÅEnvironmental safety

Problems can manifest anywhere in the IoT/CPS data chain: 
sensor Ą communications Ą cloud Ą analytics Ą actuation
ÅData ownership and control may pass through multiple actors
ÅCorrelation and concurrence of information at an entity

Policies for data protection and privacy can have favorable or 
unfavorable effects on society and industry
ÅBehavioral methods to nudge individuals into collective actions
ÅPersonal and non-personal data
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Summary policy conclusions per PICASSO area

5G networks: sensors and tracking will become even more ubiquitous than 
it is today, as networks will be designed with a focus on data collection and 
exchange. As such, EU/US policies do not seem to directly affect the ability 
to collaborate in 5G networks ICT research and innovation.

Big Data: challenges go two ways: <1> personal data may not be shared 
unless it is set up to be shared by explicit intent and consent; <2> through 
use of algorithms and big data, data could become related to private 
ƛƴŘƛǾƛŘǳŀƭǎ ǘƘŀǘ ǿŜǊŜ ƴŜǾŜǊ ƛƴǘŜƴŘŜŘ ǘƻ ōŜ άǇŜǊǎƻƴŀƭέΦ IŜǊŜΣ ŀ clear link to 
intent/consent will need to be respected in order to ensure big data 
services to operate in a legal way.

Cyber Physical Systems and IoT: CPS do not aim to sense/track an 
individual, yet a relationship may be incurred. It will be very important to 
determine which data are privacy sensitive, and how they relate to intent 
and consent ςas IoTas such is a big data generator 
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Conclusions

Solutions need to be found to allow services that are 
needed/wanted can get deployed, while respecting 
the (European and US) privacy and data protection 
frameworks. 

ÅRespecting the fundamental right requires living up to the 
principles of purpose limitation, data minimization and explicit 
consent

ÅAlgorithms are to be ōǳƛƭŘ ǳǇ άƛƴ ŀ ƭŀǿ ŀōƛŘƛƴƎ ǿŀȅέ ςi.e. not 
combining data in ways that affect the privacy of individuals

ÅNeed for a taxonomy on privacysensitivity in ICT development, 
as some services are more privacy sensitive than
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22

Policy Expert Group Chairman: Maarten Botterman, GNKS Consult BV

maarten@gnksconsult.com

Project Coordinator: Svetlana Klessova, inno TSD, France

s.klessova@inno-group.com

More on Picasso www.picasso-project.eu

@picasso_ICT

PICASSO ςEU/US ICT research, innovation and policy 

collaboration

mailto:maarten@gnksconsult.com
mailto:s.klessova@inno-group.com
http://www.picasso-project.eu/


Preliminary conclusions

Consider human element from the outset when developing 
and deploying solutions: 
ÅPrivacy and interoperability of systems are opposite sides of the 

same invaluable coin: important for industry to explicitly consider 
the human element from the outset when developing industrial 
solutions;

Awareness raising is important
ÅThose with important decisions to make and those most exposed 

to the consequences too often only have limited insight into 
what is happening on the ground.

Need for a taxonomy of sensitivities
ÅPotential privacy impact of different applications and how they 
ŀǊŜ ǳǎŜŘ ǾŀǊƛŜǎ ƎǊŜŀǘƭȅΣ ŦǊƻƳ άǘǊƛǾƛŀƭέ ǘƻ ƘǳƎŜΣ ŀƴŘ ŦǊƻƳ ǇƻǎƛǘƛǾŜ 
to negative.. 
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Consortium
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