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Privacy and Data Protection are high on the agenda

> Prominent features on the Transatlantic Agenda and more visible to many
with the takedown of Safe Harbarreplaced byPrivacyShieldas of 1
August2016
A Compliance still selfertified
A Enforcement (policy vs practice) remains with US DOC
A9! | yyda tf NBGASSG YR 9! OAGAI Sy,
ALa WYI aa Sdazbd&ihod)lissuy rossleed?0
A Art29 WP has suspended legal action for a year
> Touches upon many ways US companies engage with EU mamnkiets
collaborate with EU firms when personal data are involved

> Policies specifically affected include:
A Trade policy
A Surveillance and other bulk action

> Privacy and data protection are very different things




Basis for EU and US related legislation is different

> EU: Fundamental rightsased values (independent of any legal
Instrument but recognized in Lisbdmeaty and the Charter of
FundamentaRights);

A General Data Protection Regulation into full force May 2018;
A Protecting citizens from private sector actors.

> U.S: economic right interpretation deriving explicitly from a

Constitutionalbase;
A Case law building on Constitution includiriyAmendment
LIN2 GSOUA2Y | 3AFAyald aGdzyNBI a2yl
government; 14#! YSYRYSY (0 &RdzS LINROSA
A Stronger protection of specific data e.g. health (HIPAA), finance
(FTC), etc.
A Emphasizes economic value of (personal) data
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Supporting principles for ICT innovation and development

> [Transparencypeople must (be able to) understand how their
environment affects data protection and privacy.

> |Accountability Rules and norms cannot be enforced if lines of
accountablility are unclear, since it is not possible to know
whom to call to account, on whom to impose liability and to
whom to delegate authority or the power to act.

> |Context consumers, citizens and others whose choices
determine market outcomes should not be surprised or mislec
X NBIjdZANBE&E AYUSNRPLISNI OATL AGES
A Jointtaxonomy ofprivacy security and safetgensitivities
A Technicabtandardisatiorprocessebuilt on clear ethical
principles, using informed consent where appropriate and
feasible and taking ethical considerations iatmcount




What does this mean for ICT collaboration in development
and deployment of 5G; Big Data; andT/CPS?

What can we do, as stakeholders, to make collaboration easier
and more attractive?
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The Three New Huge
Wide Area Network Opportunities

Monitoring & Sensing
> 10B units / year

Switching & Sensing
~100B units / year

Tracking & Tagging
~1T units / year
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Revolution Ahead: The Tactile Internet
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About 5G
ApplicationFields

Enhanced Mobile Broadband

Gigabytes in a second —‘_.

3D video, UHD screens

Work and play in the cloud
Smart Home/Building
Augmentad reality

Industry automation

r— Mission critical application

Smart City = Self Dniving Car

IMT

. TactileInternet

Ultra-reliable and Low Latency
Communications

Futur

Massive Machine Type
Communications
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Privacy and Data Protection iBig Data

Key considerations:

> I RFEGF&asSid Aa O2yaARSNBR W. A3Q gKSYy 2yS 2N
(Volume, Variety, Velocity, Value, Veraagtyg) exceeds the usual expectations

> hoOAzdzat esx (KAA W. A3 yrdamisethelisfues iyRrivagyBnd Dé&teS & S
protection.

Datasets of huge:
A Volume (e.g. directory of all inhabitants of a country)
A Velocity (e.g. all mobile calls around the universe)
A Value (e.g. financial transactions in a whole country)
A Variety (e.g. combined datasets of all the previous even in a small town)
A Veracity (e.g. trustworthiness of what each individual says is happening around the world)
All pose substantial threat when the privaafyindividualsand protection of data are nansured

A

> Theflip side of this coin is that extreme protection of privacy and data hinder the operation of
applications which could (or could not) be used for the common gpod

Lets pick the Veracity attribute to illustrate an example of this in Social Media

Webinar- GEUUSpolicyrecommendation®n Data Protection anBrivacy
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Privacy and Data Protection iBigDatag an example

An unidentified user posts on Twitter information about a criminal act taking place at a specmc
place and attaches a photo |

Case 1:

A A system monitoring all traffic on Twitter in Real Time identifies this information as
WAYUGSNBaAaGAY3IQ

A An algorithm scans all information about this source from Twitter correlating also other
sources and discovers the identity of the person and the position of the criminal act

A More algorithms are executed to determine that this is trustworthy information

A Law enforcement is contacted after seconds and since this is found to be a real person at :
real position a team is deployed and the incident is dealt with

Such algorithms however are violating data protection and privacy directives.
If such algorithms were not allowed to operate on this data the incident would not have been

dealt with by the Law Enforcement Team, with unforeseen consequences. |
§ v,
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Privacy and Data Protection iBigDatag an example

An unidentified user posts on Twitter information about a criminal act taking place at a specmc
place and attaches a photo |

Case 2:

A A system monitoring all traffic on Twitter in Real Time identifies this information as
WAYUGSNBaAaGAY3IQ

A An algorithm scans all information about this source from Twitter correlating also other
sources and discovers the identity of the person and the position of the criminal act

A More algorithms are executed to determine that this is trustworthy information

A The identity of this person is discovered and leaked through the press. The safety of this
personis compromised, with unforeseasonsequences.

Such algorithms however are violating data protection and privacy directives.
If such algorithms were not allowed to operate on this data the person would have remained

safe behind the hidden identity. However, the incident would not have been dealt with. |
§ v,
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Article29 WP on Privacy Shield

>

On 12 July 2016, the European Commission adopted the EU
U.S. Privacy Shieddlequacy decisian

WP29welcomes the improvements brought by the Privacy
Shieldmechanism comparetb the SafeHarbourdecision.

Inits Opinion WP238 on the draft HWS.Privacy Shield
adequacy decision, the WP29 expressed concerns and asked
for various clarifications which are taken into consideration

Anumber of these concerns remain regarding both the
commercial aspectand theaccess by U.S. public authorities to
data transferred from thé=U

After one year assed#sthe remaining issues have beguived
but also If the safeguards provided under the &S Privacy
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New technologies
bring us ways to
NB 4 L2 V¥ R
challenges that
never existed
0ST2NB X
with new
challenges

As technologies a
not good or bad in
themselvesg it is

how we use them.

www.iot-dynamiccoalition.org/

Societal
challenges

Healthcare;
Independent living;
Secure society;
Sustainable society

Economic
challenges
Innovation; growth;
profit
Environmental
challenges

Scarce resources;
waste reduction;
environmental
monitoring

Governance

Global standards, open

standards,
multistakeholder
involvement, ethical
ToT

Privacy and data

collection

Big data issues, cloud

issues (location,
Jjurisdiction,
accountability),
digital literacy

Security

Access,Autonomous

systems, cyber attacks

on new end points

Source: GNKS 2014




Global Privacy Enforcement Network

Out of 300 reviewed devices:

> 59% does not provide adequate information on how personal
data is collected, used and communicated to third parties;

> 68% does not provide appropriate information on the modalities
of storage of data,

> 72% does not explain to users how their data can be deleted from
the device; and

> 38% does not guarantee eaky-use modalities of contact for
clients that are willing to obtain clarifications on privacy
compliance

https://ico.org.uk/aboutthe-ico/newsand-events/newsand-blogs/2016/09/privacyrequlatorsstudy-finds-internet-of-thingsshortfalls/ 22 September 2016



https://ico.org.uk/about-the-ico/news-and-events/news-and-blogs/2016/09/privacy-regulators-study-finds-internet-of-things-shortfalls/

loTfocus on Cyber Physical Systems in PICASSO

> IoTCPS is a broad area . . . PICASSO is not covering the entit
space

> Specific topics of interest:
A Largescale systems, especially systems of systems
A Industrial and closetbop applications
Al 2y ySOGA2Y ¢ A0 K inaludiigsafdtycitical A & O NJ
applications
> Many applications will be business-business
A Privacy and data protection for businesses as well as workers
APureconsumef F OAy 3 al LIJaé 2F tSaa Ayl
> Many forums for policy discussionslal, but few (if any) focused on
the PICASSO scope

- PICASSO hesceivedfundingfrom the European] y A ZHgr@an 2020esearchand innovation programmendergrantagreement N687874.
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Data Protection and Privacy fdoT/TCPS Some Issues

> If data integrity is compromised the impact can be well beyonc
STFSOUa 2y AYRAQGARdzZ £t 4aQ AY7T:
A Public safety and security
A Environmental safety

> Problems can manifest anywhere in tltd/CPS data chain:

sensorA communicationsy cloudA analyticsA actuation
A Data ownership and control may pass through multiple actors
A Correlation and concurrence of information at an entity

> Policies for data protection and privacy can have favorable or

unfavorable effects on society and industry
A Behavioral methods to nudge individuals into collective actions
APersonal and nopersonal data

s




Summary policy conclusions per PICASSO area

> 5G networkssensorsand tracking will become even more ubiquitodlan
It is today, as networks will be designed with a focus on data collection anc
exchange. As such, EU/US policies do not seem to directly affect the abilit
to collaborate in 5G networks ICT research and innovation.

> Big Data: challengep twoways: <1> personalata may notbe shared
unless it is set up to be shared by explicit intent aadsent; <2> through
use of algorithms and big data, data could become related to private
AYRAOGARdzZEt a4 O0KIFO ¢SNB ySOJINIkkid Sy
Intent/consent will need to be respectetdh order to ensure big data
services to operate in a legal way.

> CyberPhysicabystems antbT. CP&lo not aim tosense/trackan
Individual, yet a relationship may be incurred. It will be very important to
determinewnhich data are privacy sensitiveand how they relate to intent
and consent asloTas such is a big data generator




Conclusions

> Solutionsneed to be found to allow services that are
needed/wanted can get deployed, while respecting
the (European and US) privacy and data protection
frameworks.

ARespecting the fundamental righgquires living up to the
principles of purpose limitation, data minimization and explicit
consent

AAlgorithms aretob® dzA £t R dzLJ a Ay diefdtg |
combining data in ways that affect the privacyirmdividuals

ANeed for a taxonomy on privasgnsitivity in ICT development,
as someservices are more privacy sensitiyan
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Preliminary conclusions

> Consider human element from the outset when developing
and deploying solutions:

A Privacyand interoperability of systems are opposite sides of the
same invaluableoin: importantfor industry to explicitly consider
the human element from the outset when developing industrial
solutions;

> Awareness raising is important
AThosewith important decisions to make and those most exposed
to the consequences too often only have limited insight into
what is happening on the ground

> Need for a taxonomy of sensitivities
A Potentialprivacy impact of different applications and how they
I N dzaSR GJFNAS&d INBFGftez FTNR@

> sﬁo fo negative.
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